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RAVE: 5th public data release 
• Intermediate resolution (R~7500) 

• 457 588 stars,  

• 520 781 spectra (DR4: 482 430 stars) 

• 9 <I< 12 mag 

Database: 

• Radial velocities 

• Spectral morphological flags  

• Teff, logg, [M/H]  

• Mg, Al, Si, Ti, Ni, Fe  

• Line-of-sight Distances 

• Photometry:  

2MASS, APASS 

• Proper motions:  

UCAC5, PPMX, PPMXL, Tycho-2, TGAS 

• Selection function (Wojno et al 2017) 

• Distances with TGAS priors (McMillan et al 2017)
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RAVE - some new developments

•major clean-up of the data base, recovered almost 
50% of poor fields 

•revised distances for low metallicity  

•revised metallicity for supersolar abundances 

•more calibration targets 

•calibration based on astroseismology from K2  
(red giants) 

•IR flux method Teff 

•distances with TGAS priors, twin distances
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                 DR5 and TGAS

Cross matches with TGAS 

• RAVE DR5:   215,600 

• LAMOST DR3:            124,300 5

  

• GALAH DR1:        8,500 

•APOGEE DR13:    21,700

Credits:   Maarten Breddels, Kristin Riebe, RAVE team  
Visualisation tool: vaex  
Data: Gaia GDR1, TGAS, full catalogue and RAVE DR5



    DR5 - complimentary catalogue: RAVE-on

•The Cannon based data 
driven model (Casey, RAVE 
et al, 2017) 

•Red giants matched to 
APOGEE stellar parameters 

•subgiants & main sequence 
matched to K2/EPIC 

•Teff, log g, O, Mg, Al, Si, Ca, 
Fe and Ni  

•Ansatz can be applied to 
full Gaia RVS spectral data 
set 
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before increasing at lower metallicities. If we consider all stars, the
smallest abundance rms we see with respect to Gaia-ESO is
0.16dex for [Ca/H] and [Al/H]. The increasing rms at low
metallicity is likely a consequence of multiple factors, namely,
inaccurate abundance labels for metal-poor stars (Section 3.2);
only weak, blended lines being available in RAVE, which cease
to be visible in hot and/or metal-poor stars; and to a lesser extent,
low S/N for those particular stars being compared. Unfortunately,
not all of these factors are represented by the quoted errors in each
label. For these reasons, although it affects only a small number of
stars, we recommend caution when using individual abundances
for very metal-poor giant stars in our sample.

4.2.4. Comparison with the RAVE DR4 Calibration Sample

The fourth RAVE data release made use of a number of
high-resolution studies to verify the accuracy of their derived
stellar atmospheric parameters. These samples include main
sequence stars and giant stars, with a particular focus to include
metal-poor stars to identify (and correct) any deviations at low
metallicities. We refer the reader to Kordopatis et al. (2013) for
the full compilation of literature sources. Although the stellar
atmospheric parameters in this compilation come from multiple
(heterogeneous) sources, we find generally good agreement
with these works (Figure 15). However, we note that some
reservation is warranted when evaluating this comparison, as

Figure 14. Detailed chemical abundances in the fourth internal data release from the Gaia-ESO survey compared to this work. The number of stars shown in each
panel is indicated, and the bias and rms deviations are shown. Stars are colored by the S/N of the RAVE spectra.

Figure 15. Stellar parameter (Teff, log g, [Fe/H]) comparison with the literature calibration sources used by Kordopatis et al. (2013) and Kunder et al. (2017). Stars are
colored by the S/N of the RAVE spectra. Note that this comparison is for illustrative purposes only: it is not an indication of independent agreement with the literature
because some metal-poor stars in this literature sample were used in the construction of our training set (see the text for details).
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spectra is 50pixel−1, at which point our abundance precision
is about 0.07dex, varying a few tenths of a dex between
different elements.

4.2. External Validation

4.2.1. Comparison with RAVE DR4

We cross-matched our results against the official fourth
RAVE data release (Kordopatis et al. 2013) as an initial point
of external comparison (Figure 10). In order to provide a fair
comparison, we only show stars that meet a number of quality
flags in both samples. Our constraints require that the S/N
exceeds 10pixel−1, and 3r

2c < . For this comparison, we
further required thatthe QK flag from Kordopatis et al. (2013)
is zero, indicating thatno problems were reported by the
pipeline; T 4000 KDReff, 4 > ; the error in radial velocity e_HRV
is <8kms−1; and the three principal morphological flags c1,
c2, c3, from Matijevič et al. (2012) all indicate “n” for a
normal FGK-type star. There is good agreement in Teff, with a
bias and rms of just 4K and 240K, respectively. The offset in
log g on the giant branch between this study and Kordopatis
et al. (2013) has been noted in other studies (e.g., APOGEE),
and this issue has been minimized in the fifth RAVE data
release by correcting log g values with a calibration sample
consisting of asteroseismic targets and the Gaia benchmark
stars. There is also a slight discrepancy in the log g values
along the mainsequence, where our work tends to taper down
toward higher log g values at cooler temperatures, and the
RAVE DR4 sample tends to have a slightly flatter lower main
sequence. This difference is not likely to have a very

significant effect on the detailed abundance or spectro-
photometric distance determinations between these studies
(Binney et al. 2014).

4.2.2. Comparisons with Reddy, Bensby, and Valenti & Fischer

We searched the literature for studies that overlap with
RAVE, and which base their analysis on high-resolution, high
S/N spectra. We found four notable studies with a sufficient
level of overlap: the Milky Way disk studies by Reddy et al.
(2003, 2006) and Bensby et al. (2014), as well as the Valenti &
Fischer (2005) work on exoplanet host star candidates. These
studies perform a careful (manual; expert) analysis using
extremely high-resolution, high-S/N spectra, and make use of
Hipparcos parallaxes where possible. Most of the stars in these
samples are main sequence or sub-giant stars. Therefore, these
works constitute an excellent comparison to evaluate the
accuracy of our results on the main sequence and sub-giant
branch.
In Figure 11,we show Hertzsprung–Russell diagrams for

the RAVE stars that overlap with these studies. We only
include stars with 3r

2c < and S/N>10 pixel−1, though the
latter cut removed only a few stars because the average S/N
in the RAVE spectra for these stars is relatively high (50
pixel−1). The literature data points in Figure 11 are linked to
our derived labels for the same stars, illustrating good
qualitative agreement across the turn-off and sub-giant branch
in all studies. If we treat all three studies as a single point of
comparison, the bias between our work and these studies
is −89K in Teff, just −0.06dex in log g, and −0.03dex in
[Fe/H] (see Figure 12). The rms deviationsin labels are

Figure 7. Effective temperature Teff and surface gravity log g for RAVE stars after combining labels from the main sequence and giant star models. Only results
meeting our quality constraints are shown (see Section 5). The top three panels show logarithmic density, and bins in the bottom three panels are colored by the
median metallicity in each bin.
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    DR5 distances & parallaxes with TGAS priors

•DR5 parallaxes are  
overestimated for hot dwarfs  
(Teff > 5,500 K) 

underestimated for giants with log g < 2 

•hot dwarfs can be improved by 
using temperatures derived using 
IR flux method
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certainty, is therefore approximately independent of the distance to
the star. The parallax uncertainty from TGAS, on the other hand, is
independent of the parallax value, so the relative precision declines
with distance – large distances correspond to small parallaxes, and
therefore large relative uncertainties.

In Figure 1 we show the quoted parallax uncertainty from
both TGAS and DR5 for the sources common to both catalogues.
In the case of TGAS we use the quoted statistical uncertainties
(see Section 6 for further discussion). We also divide this into the
uncertainty for giant stars (DR5 log g < 3.5) and dwarfs (DR5
log g � 3.5). We see that for TGAS this distinction is immaterial,
while it makes an enormous di↵erence for DR5. The DR5 parallax
estimates tend to be less precise than the TGAS ones for dwarfs
(which tend to be nearby because the survey is magnitude limited),
but as precise, or more, for the more luminous giants, especially the
more distant ones.

It is worth noting that TGAS provides only parallax mea-
surements, not distance estimates and, as discussed by Bailer-
Jones (2015), the relationship between one and the other is non-
trivial when one takes the uncertainties into account. Astraatmadja
& Bailer-Jones (2016) looked at how the distances derived from
TGAS parallaxes depend on the prior probability distribution used
for the density of stars, but did not use any information about a star
other than its parallax.

For this reason, and because TGAS parallaxes have large rel-
ative errors for distant stars, when studying the dynamics of the
Milky Way using stars common to RAVE and TGAS, it has been
seen as advantageous to use distances from DR5 rather than those
from TGAS parallaxes (e.g., Helmi et al. 2016; Hunt et al. 2016).
It is therefore important to improve these distance estimates and to
check whether there are any systematic errors associated with the
DR5 distance estimates.

Kunder et al. (2017) discusses the new e↵orts in RAVE DR5
to reconsider the parameters of the observed stars, providing Te↵
values derived using the Infrared Flux Method (IRFM: Blackwell
et al. 1979; Casagrande et al. 2010), and a new log g calibration for
red giants from a study of 72 stars with log g values derived from
asteroseismology of stars by the K2 mission (Howell et al. 2014)
and derived by Valentini et al. (2016). These were not used to de-
rive distances in the main DR5 catalogue, and we now explore how
using these new data products can improve our distance estimates.

In this study, we compare parallax estimates from TGAS and
RAVE to learn about the flaws in both cases. We then include the
TGAS parallaxes in the RAVE distance estimation, to derive more
precise distance estimates than are possible with either set of data
in isolation.

It is also possible to derive ages for stars from the same e↵orts,
indeed the use of Bayesian methods to derive distances was in-
spired by studies using them to determine ages (Pont & Eyer 2004;
Jørgensen & Lindegren 2005). RAVE DR4 included the age esti-
mates derived alongside the distances, but these were recognised
as only being indicative (Kordopatis et al. 2013). In this study we
show the substantial improvement that is possible using TGAS par-
allaxes and a more relaxed prior.

In Section 2 we describe the method used to derive distances.
In Section 3 we compare results from DR5 to those from TGAS,
which motivates us to look at improving our parallax estimates us-
ing other RAVE data products in Section 4. In Section 5 we explore
the e↵ect of varying our prior. In Section 6 we look at what we
can learn about TGAS by comparison to these new parallax esti-
mates. Finally, Sections 7, 8 and 9 demonstrate the improvements
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Figure 1. Histograms of the quoted random parallax uncertainties (�$ )
from TGAS and those from RAVE DR5 for stars common to the two cat-
alogues. We show histograms of the uncertainties for all stars (solid), and
separately for giants (log g < 3.5) and dwarfs (log g � 3.5). The y-axis
gives the number of stars per bin, and there are 40 bins in total in both cases.
The cut-o↵ at 1 mas for the TGAS parallaxes is due to a filter applied by the
Gaia consortium to their DR1. For RAVE sources we make the standard
cuts to the catalogue described in Kunder et al. (2017). TGAS parallaxes
are more precise than RAVE’s for dwarfs, but not necessarily for giants.

made possible by using the TGAS parallaxes as input to the dis-
tance pipeline.

2 BAYESIAN ESTIMATION

Since RAVE DR4, distances to the stars in the RAVE survey have
been determined using the Bayesian method developed by Burnett
& Binney (2010). This takes as its input the stellar parameters Te↵ ,
log g and [M/H] determined from the RAVE spectra, and J, H and
Ks magnitudes from 2MASS (Skrutskie et al. 2006). This method
was extended by Binney et al. (2014) to include dust extinction in
the modelling, and introduce an improvement in the description of
the distance to the stars by providing multi-Gaussian fits to the full
probability density function (pdf) in distance modulus.1

In this paper we extend this method, principally by including
the parallaxes found by TGAS as input, but also by adding All-
WISE W1 and W2 mid-infrared photometry (Cutri & et al. 2013).
We will explore improvements made possible by using IRFM Te↵
values given in RAVE DR5, rather than those derived from the
spectra. We expect that the IRFM values can be more precise than
those from the RAVE spectra, which only span a narrow range in
wavelength (8410-8795Å)

1 While the distance estimates always use 2MASS (and, in this study, All-
WISE) photometry, we will refer to them as ‘RAVE-only’ at various points
in this paper, to distinguish them from those found using TGAS parallaxes
as input too.
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Figure 2. Comparison of parallax estimates from RAVE DR5 and those from TGAS. We divide the stars into giants (log g < 3.5), cool dwarfs (log g � 3.5
and Te↵  5500K) and hot dwarfs (log g � 3.5 and Te↵ > 5500K) and provide pdfs of � (i.e. di↵erence between spectrophotometric parallax and TGAS
parallax, normalised by the combined uncertainty, see Eq. 17) in each case. The red lines show the kernel density estimate of this pdf in each case, with the
finely-binned grey histogram shown to give a indication of the variation around this smooth estimate. The black dashed line is a Gaussian with mean 0 and
standard deviation of unity. The means and standard deviations shown in the top right are for stars with �4 < �DR5 < 4, to avoid high weight being given to
outliers. Positive values of � correspond to parallax overestimates (i.e. distance or luminosity underestimates).

Figure 3. Running average of � (i.e. di↵erence between spectrophotometric parallax and TGAS parallax, normalised by the combined uncertainty, see Eq. 17)
as a function of Te↵ for dwarfs (left lower) and log g for giants (right lower), comparing DR5 values to those from TGAS. The running averages are computed
for widths of 200K and 0.3 respectively. The plot also shows the number density as a function of Te↵ and log g respectively for reference. Means are only
calculated for stars with �4 < �DR5 < 4. Note that positive values of � correspond to parallax overestimates (i.e. distance or luminosity underestimates).

small dip around 7400K (the sharp edges are due to the fact that a
relatively large number of sources are assigned temperatures very
near to 7410K). The vast majority of what we termed ‘cool dwarfs’
are in the temperature range 4600 . Te↵ < 5500K, where TGAS
and RAVE clearly agree nicely.

Below ⇠ 4600K the value of h�i(Te↵ ) goes to very large val-
ues, corresponding to a substantial underestimate of distance by
RAVE DR5. This was not clearly seen in Figure 2 because there
are very few dwarfs in this temperature range. It is not clear what
causes this, though it could occur if 1) there is a tendency to under-
estimate the Te↵ for these stars, which is not something which has
been noted before; 2) stars with quoted log g values between the
dwarf and giant branches have been given too high a probability of
being dwarfs by the pipeline, and/or 3) the pipeline assigns too low
a luminosity to stars near this part of the main sequence – possibly
because many of them are still young and perhaps still settling onto
the main-sequence (see Žerjal et al. 2017).

The right panel of Figure 3 shows the value of h�DR5i(log g)

for giants. In the range 2.2 . log g . 3.0 (which is a region with a
high number of stars) we can see that the DR5 parallaxes more-or-
less agree with those from TGAS. However, at high log g RAVE
parallaxes are on average larger than those from TGAS (corre-
sponding to an underestimate of the luminosity), whereas at low
log g RAVE parallaxes are on average smaller than those from
TGAS (i.e. the luminosity is overestimated). We will discuss this
di↵erence in Section 4.1.

It is worth emphasising that the e↵ects we see here for low
Te↵ or low log g are not ones that we would simply expect to be
caused by the statistical uncertainties in the RAVE parameters (e.g.,
the stars with the lowest quoted log g values being only the ones
scattered there by measurement error). The Bayesian framework
compensates for exactly this e↵ect, so the problem we are seeing is
real.

MNRAS 000, 1–19 (2017)
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Figure 4. Comparison of parallax estimates from RAVE with temperatures taken from the IRFM and parallax measurements from TGAS. This plot shows
the same statistics as in Figure 2, and again we divide the stars into giants (log g < 3.5), cool dwarfs (log g � 3.5 and Te↵  5500K) and hot dwarfs
(log g � 3.5 and Te↵ > 5500K) and provide pdfs of � (Eq. 17) in each case – positive values of � correspond to parallax overestimates (i.e. distance or
luminosity underestimates). The main di↵erence we can see is that the parallax estimates for hot dwarfs are substantially improved.

Figure 5. As Figure 3 (left panel), this is a running average of � as a func-
tion of Te↵ for dwarfs (log g � 3.5), but here we are using Te↵ values
determined by the IRFM (blue) or from the RAVE spectra (green). Again
we plot also show the number density of dwarfs as a function of Te↵ for ref-
erence. Use of the IRFM temperatures reduces the bias seen for hot dwarfs.

Figure 6. As Figure 3 (right panel), this is a running average of � as a
function of log g for giants (log g < 3.5), but here we are using Te↵ values
determined by the IRFM (blue) or from the RAVE spectra (green). Again,
the plot also shows the number density as a function of log g respectively
for reference. Means are calculated for stars with �4 < � < 4.

Figure 7. Median parallax (solid line) and median parallax uncertainty
(shaded region) for the RAVE pipeline using IRFM Te↵ values (red) and
TGAS (blue) as a function of log g. The quoted parallax uncertainty from
RAVE becomes much smaller than that from TGAS as log g becomes small.
This means that when we use the TGAS parallaxes to improve the distance
estimates, they will have little influence at the low log g end.

dwarfs/sub-giants and giants. The asteroseismic calibration is blind
to this di↵erence, and it seems likely that it does a reasonable job
of correcting the log g values for the giants, at the cost of dramati-
cally underestimating the log g values for the dwarfs/sub-giants at
the same log gDR5.

The Valentini et al. (2016) catalogue comes with an entry
’flag_050’ which is true if the di↵erence between log gDR5 and
log gAS is less than 0.5, and it is recommended that only stars with
this flag are used. This sets a upper limit of log gDR5 ' 3.5 for
sources where the asteroseismic calibration can be applied. Our
work here implies that the asteroseismic calibration should not be
used for sources with log gDR5 & 2.7.

4.2 Outliers

We have ⇠1000 stars for which the quoted parallaxes from RAVE
and TGAS di↵er by more than 4�. We will refer to these as ‘out-
liers’. We would only expect ⇠12 such objects if the errors were
Gaussian with the quoted uncertainties. In Figure 9 we show pdfs

MNRAS 000, 1–19 (2017)

•complement Binney-Burnett (2010) distance pipeline 
with TGAS priors (McMillan & RAVE, 2017)



   DR5 distances & parallaxes with TGAS priors

•improve DR5 distance uncertainty 
by factor 2, TGAS by 1.4 (2  for 
giants) 

•derive ages for RAVE stars, many 
with relative uncertainties of 20% 
or less
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Figure 17. Average fractional distance uncertainties across the HR diagram
when we ignore TGAS (left) and when we use the TGAS parallax informa-
tion (right). The improvement is particularly dramatic for cooler dwarfs and
stars with Te↵ ⇠ 6000K , log g ⇠ 2.5. For low log g giants, the inclusion of
TGAS parallaxes has little e↵ect.
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Figure 18. Fractional distance uncertainties for sources when we ignore
TGAS parallaxes (upper panel) and when we use TGAS parallaxes (lower
panel). In each case we show the pdfs for all sources (black), and separate
ones for giants (log g < 3.5, red) and dwarfs (log g � 3.5, blue). The
dashed lines show the median values in each case, (0.33 and 0.16 without
TGAS and with TGAS, respectively) for all stars (i.e. 51 percent smaller
with TGAS), 0.36 and 0.20 for giants (44 percent smaller) and 0.31 and
0.10 for dwarfs (66 percent smaller).

stars in the regions of the HR diagram where parallax informa-
tion can break uncertainties regarding whether a star is a giant or a
dwarf.

When we include TGAS parallaxes, the median fractional dis-
tance uncertainty (excluding stars with log g < 2.0) falls to 15 per-
cent, from 31 percent using spectrophotometric information alone.
For dwarfs the median uncertainty is just 10 percent, while for gi-
ants it is 19 percent. The full pdfs of fractional distance uncertainty
are shown in Figure 18.

The improvement over TGAS alone is shown in terms of par-
allax uncertainty in Figure 19. In this case it is the giants for which
the greatest improvement is found (again excluding stars with
log g < 2.0). The median TGAS uncertainty is 0.32 mas for either
giants or dwarfs, while the median uncertainty for RAVE+TGAS
is 0.20 mas for giants, and 0.24 mas for dwarfs.

Figure 19. Parallax uncertainties when using the RAVE pipeline with
TGAS parallaxes. The dotted curve is the pdf for all stars using just TGAS.
The solid lines show the pdfs for all sources (black), and separate ones for
giants (log g < 3.5, red) and dwarfs (2.0 < log g � 3.5, blue). The dashed
lines show the median values in each case which can be compared to the
median TGAS uncertainty for these stars, which is 0.32 mas (essentially
independently of whether stars are dwarfs or giants). This median is 0.25
mas for all stars (24 percent smaller than TGAS), 0.15 mas for giants (54
percent smaller) and 0.29 mas for dwarfs (9 percent smaller).

Using our combined estimates and the TGAS proper motions,
we can convert this distance uncertainty into a velocity uncertainty.
We take a simple Monte-Carlo approach to do this – for each
star we sample from the multi-Gaussian pdf in distance modulus,
and from Gaussians in proper motion and radial velocity with the
quoted uncertainties. We assume that the Sun is 8.21 kpc from the
Galactic centre (McMillan 2017) and 14 pc from the Galactic plane
(Binney, Gerhard & Spergel 1997). If we characterise the result-
ing pdf in terms of a median value and a standard deviation (i.e.
uncertainty) in each Galactocentric velocity component, we get the
distribution of uncertainties shown in Figure 20. The introduction
of TGAS parallaxes to our distance estimates improves the velocity
accuracy by, on average, ⇠ 40 percent in each direction.

8 AGE ESTIMATES

The classical method for determining the age of a star is by com-
paring the luminosity of an F or G star to that expected for stars of
its colour on the main-sequence or turning o↵ it. This is only pos-
sible if an independent estimate of its distance (e.g., a parallax) is
available. By including TGAS parallaxes in the RAVE pipeline we
are making precisely this comparison, with additional information
and a sophisticated statistical treatment. We can therefore expect
that the ages we derive are as reliable as any currently available for
main-sequence stars.

While the primary aim of this work is to determine the dis-
tances to stars, an inevitable byproduct is that we also constrain the
other ‘model’ properties described in section 2, i.e., initial massM,
age ⌧, metallicity [M/H] and line-of-sight extinction AV . We can
also produce new estimates of the other properties of the stars, such
as Te↵ and log g, which we discuss below.

Here we look at the improved estimates of ⌧ that are made
possible by including TGAS parallaxes. Age estimates from this
pipeline were included in RAVE DR4 (in terms of log ⌧), but came
with the strong caveat that the prior used (the Standard prior – see
our Section 2.1) included a fixed relationship between metallicity
and age (metal-poor stars are assumed to be old, metal-rich stars
younger). In our case, we have now seen that we can use a prior
without any explicit age-metallicity relationship and still produce
reasonable results (at least in terms of parallaxes – Figure 10). This
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Figure 17. Average fractional distance uncertainties across the HR diagram
when we ignore TGAS (left) and when we use the TGAS parallax informa-
tion (right). The improvement is particularly dramatic for cooler dwarfs and
stars with Te↵ ⇠ 6000K , log g ⇠ 2.5. For low log g giants, the inclusion of
TGAS parallaxes has little e↵ect.

Figure 18. Fractional distance uncertainties for sources when we ignore
TGAS parallaxes (upper panel) and when we use TGAS parallaxes (lower
panel). In each case we show the pdfs for all sources (black), and separate
ones for giants (log g < 3.5, red) and dwarfs (log g � 3.5, blue). The
dashed lines show the median values in each case, (0.33 and 0.16 without
TGAS and with TGAS, respectively) for all stars (i.e. 51 percent smaller
with TGAS), 0.36 and 0.20 for giants (44 percent smaller) and 0.31 and
0.10 for dwarfs (66 percent smaller).
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cent, from 31 percent using spectrophotometric information alone.
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The improvement over TGAS alone is shown in terms of par-
allax uncertainty in Figure 19. In this case it is the giants for which
the greatest improvement is found (again excluding stars with
log g < 2.0). The median TGAS uncertainty is 0.32 mas for either
giants or dwarfs, while the median uncertainty for RAVE+TGAS
is 0.20 mas for giants, and 0.24 mas for dwarfs.
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Figure 19. Parallax uncertainties when using the RAVE pipeline with
TGAS parallaxes. The dotted curve is the pdf for all stars using just TGAS.
The solid lines show the pdfs for all sources (black), and separate ones for
giants (log g < 3.5, red) and dwarfs (2.0 < log g � 3.5, blue). The dashed
lines show the median values in each case which can be compared to the
median TGAS uncertainty for these stars, which is 0.32 mas (essentially
independently of whether stars are dwarfs or giants). This median is 0.25
mas for all stars (24 percent smaller than TGAS), 0.15 mas for giants (54
percent smaller) and 0.29 mas for dwarfs (9 percent smaller).

Using our combined estimates and the TGAS proper motions,
we can convert this distance uncertainty into a velocity uncertainty.
We take a simple Monte-Carlo approach to do this – for each
star we sample from the multi-Gaussian pdf in distance modulus,
and from Gaussians in proper motion and radial velocity with the
quoted uncertainties. We assume that the Sun is 8.21 kpc from the
Galactic centre (McMillan 2017) and 14 pc from the Galactic plane
(Binney, Gerhard & Spergel 1997). If we characterise the result-
ing pdf in terms of a median value and a standard deviation (i.e.
uncertainty) in each Galactocentric velocity component, we get the
distribution of uncertainties shown in Figure 20. The introduction
of TGAS parallaxes to our distance estimates improves the velocity
accuracy by, on average, ⇠ 40 percent in each direction.

8 AGE ESTIMATES

The classical method for determining the age of a star is by com-
paring the luminosity of an F or G star to that expected for stars of
its colour on the main-sequence or turning o↵ it. This is only pos-
sible if an independent estimate of its distance (e.g., a parallax) is
available. By including TGAS parallaxes in the RAVE pipeline we
are making precisely this comparison, with additional information
and a sophisticated statistical treatment. We can therefore expect
that the ages we derive are as reliable as any currently available for
main-sequence stars.

While the primary aim of this work is to determine the dis-
tances to stars, an inevitable byproduct is that we also constrain the
other ‘model’ properties described in section 2, i.e., initial massM,
age ⌧, metallicity [M/H] and line-of-sight extinction AV . We can
also produce new estimates of the other properties of the stars, such
as Te↵ and log g, which we discuss below.

Here we look at the improved estimates of ⌧ that are made
possible by including TGAS parallaxes. Age estimates from this
pipeline were included in RAVE DR4 (in terms of log ⌧), but came
with the strong caveat that the prior used (the Standard prior – see
our Section 2.1) included a fixed relationship between metallicity
and age (metal-poor stars are assumed to be old, metal-rich stars
younger). In our case, we have now seen that we can use a prior
without any explicit age-metallicity relationship and still produce
reasonable results (at least in terms of parallaxes – Figure 10). This
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Figure 17. Average fractional distance uncertainties across the HR diagram
when we ignore TGAS (left) and when we use the TGAS parallax informa-
tion (right). The improvement is particularly dramatic for cooler dwarfs and
stars with Te↵ ⇠ 6000K , log g ⇠ 2.5. For low log g giants, the inclusion of
TGAS parallaxes has little e↵ect.

Figure 18. Fractional distance uncertainties for sources when we ignore
TGAS parallaxes (upper panel) and when we use TGAS parallaxes (lower
panel). In each case we show the pdfs for all sources (black), and separate
ones for giants (log g < 3.5, red) and dwarfs (log g � 3.5, blue). The
dashed lines show the median values in each case, (0.33 and 0.16 without
TGAS and with TGAS, respectively) for all stars (i.e. 51 percent smaller
with TGAS), 0.36 and 0.20 for giants (44 percent smaller) and 0.31 and
0.10 for dwarfs (66 percent smaller).

stars in the regions of the HR diagram where parallax informa-
tion can break uncertainties regarding whether a star is a giant or a
dwarf.

When we include TGAS parallaxes, the median fractional dis-
tance uncertainty (excluding stars with log g < 2.0) falls to 15 per-
cent, from 31 percent using spectrophotometric information alone.
For dwarfs the median uncertainty is just 10 percent, while for gi-
ants it is 19 percent. The full pdfs of fractional distance uncertainty
are shown in Figure 18.

The improvement over TGAS alone is shown in terms of par-
allax uncertainty in Figure 19. In this case it is the giants for which
the greatest improvement is found (again excluding stars with
log g < 2.0). The median TGAS uncertainty is 0.32 mas for either
giants or dwarfs, while the median uncertainty for RAVE+TGAS
is 0.20 mas for giants, and 0.24 mas for dwarfs.

Figure 19. Parallax uncertainties when using the RAVE pipeline with
TGAS parallaxes. The dotted curve is the pdf for all stars using just TGAS.
The solid lines show the pdfs for all sources (black), and separate ones for
giants (log g < 3.5, red) and dwarfs (2.0 < log g � 3.5, blue). The dashed
lines show the median values in each case which can be compared to the
median TGAS uncertainty for these stars, which is 0.32 mas (essentially
independently of whether stars are dwarfs or giants). This median is 0.25
mas for all stars (24 percent smaller than TGAS), 0.15 mas for giants (54
percent smaller) and 0.29 mas for dwarfs (9 percent smaller).

Using our combined estimates and the TGAS proper motions,
we can convert this distance uncertainty into a velocity uncertainty.
We take a simple Monte-Carlo approach to do this – for each
star we sample from the multi-Gaussian pdf in distance modulus,
and from Gaussians in proper motion and radial velocity with the
quoted uncertainties. We assume that the Sun is 8.21 kpc from the
Galactic centre (McMillan 2017) and 14 pc from the Galactic plane
(Binney, Gerhard & Spergel 1997). If we characterise the result-
ing pdf in terms of a median value and a standard deviation (i.e.
uncertainty) in each Galactocentric velocity component, we get the
distribution of uncertainties shown in Figure 20. The introduction
of TGAS parallaxes to our distance estimates improves the velocity
accuracy by, on average, ⇠ 40 percent in each direction.

8 AGE ESTIMATES

The classical method for determining the age of a star is by com-
paring the luminosity of an F or G star to that expected for stars of
its colour on the main-sequence or turning o↵ it. This is only pos-
sible if an independent estimate of its distance (e.g., a parallax) is
available. By including TGAS parallaxes in the RAVE pipeline we
are making precisely this comparison, with additional information
and a sophisticated statistical treatment. We can therefore expect
that the ages we derive are as reliable as any currently available for
main-sequence stars.

While the primary aim of this work is to determine the dis-
tances to stars, an inevitable byproduct is that we also constrain the
other ‘model’ properties described in section 2, i.e., initial massM,
age ⌧, metallicity [M/H] and line-of-sight extinction AV . We can
also produce new estimates of the other properties of the stars, such
as Te↵ and log g, which we discuss below.

Here we look at the improved estimates of ⌧ that are made
possible by including TGAS parallaxes. Age estimates from this
pipeline were included in RAVE DR4 (in terms of log ⌧), but came
with the strong caveat that the prior used (the Standard prior – see
our Section 2.1) included a fixed relationship between metallicity
and age (metal-poor stars are assumed to be old, metal-rich stars
younger). In our case, we have now seen that we can use a prior
without any explicit age-metallicity relationship and still produce
reasonable results (at least in terms of parallaxes – Figure 10). This
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Figure 20. Velocity uncertainties for sources when we ignore TGAS par-
allaxes (upper panel) and when we use TGAS parallaxes (lower panel). In
each case we show the pdfs in vR (black), vz (red) and v� (blue). The
dashed lines show the median values values in each case, which are 6.6 and
3.8 km s�1 (without TGAS and with TGAS, respectively) for vR , 4.7 and
2.9 km s�1 for vz and 5.1 and 3.0 km s�1 for v� , i.e. the velocity uncer-
tainty in each direction is reduced by ⇠ 40 percent.

gives us some confidence that we will not go too badly wrong using
this prior when deriving ages.

We would expect that the addition of the TGAS parallax mea-
surements provides us with substantial leverage when determining
the ages of stars, and in Figure 21 we quantify this. It is clear that,
particularly at the low-uncertainty end, we do have a substantial
improvement in precision. Without TGAS only 1.5 percent of stars
have fractional age uncertainties lower than 0.3, while with TGAS
this increases to over 25 percent. In Figure 22 we show where in
the HR diagram the stars with the smallest age uncertainties are
found. As one would expect, they are primarily found near the
main-sequence turno↵ – it is in this region that stars evolve quickly
with age, and it is therefore possible to get an age estimate with
small uncertainties even with imperfect observations.

In a forthcoming paper (Wojno et al., in prep) we will use these
age estimates to isolate young and old populations in the RAVE
catalogue and study their properties.

We must caution that these age estimates are extremely hard to
verify from external sources. A relatively small number of sources
have age estimates from asteroseimology studies or because they
are part of clusters with known ages, and these are sources for
which we have large age uncertainties. We can gain confidence
from the facts that 1) the method we are using to determine dis-
tances and ages has been carefully tested with pseudo-data for ac-
curacy by, amongst others, Burnett & Binney (2010); and 2) the
application of this method to this data to find distances has been
rigorously tested against TGAS parallaxes in this study, and we
have found that it is generally successful (except for log g < 2.0
stars, where we believe that the problem lies in the quoted log g
values).
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Figure 21. The fraction of sources with a given fractional age uncertainty
(�⌧/⌧) displayed as a pdf found using a kernel density estimation (lower
panel), and as a cumulative distribution (upper panel). The median values
are plotted as dashed lines. The plot shows the distribution of age uncer-
tainties with and without TGAS parallaxes (blue and green curves, respec-
tively). It is particularly clear that the inclusion of TGAS parallaxes allows
us to derive age uncertainties of less than 30 percent for a significant frac-
tion of sources.

9 REVERSE PIPELINE

The distance pipeline takes log g and Te↵ as inputs to the likelihood
calculation, taken either directly from the spectroscopic pipeline or
from the IRFM. It also, inevitably (if usually implicitly) determines
a posterior probability distribution for these parameters. The use
of parallaxes to improve estimates of log g is far from new (e.g.
Bensby et al. 2003), and here we simply extend it in much the same
way as is being planned within the Gaia consortium (e.g. Bailer-
Jones et al. 2013).

Figure 23 shows the HR diagram using the best estimates of
Te↵ and log g from the Bayesian pipeline (referred to as Te↵,PJM,
log gPJM. We show the density of stars in this plane using a contour
(showing a strong red clump) and a scatter plot in which all the
points are coloured according to their metallicity. It is worth noting
that the sources with log gDR5 < 2 do not have their log g values
significantly shifted. This is because the TGAS parallaxes are too
uncertain to have much of an e↵ect (see Figure 7). Future Gaia data
releases will have smaller parallax uncertainties, so this approach
is a viable one to improve the log g values for these stars after Gaia
DR2, expected in April 2018. As a preliminary investigation, Kun-
der & RAVE Collaboration (2017) showed that the reverse pipeline
yields Te↵ and log g values that agree better with external, high-
resolution studies of RAVE stars than the RAVE pipeline alone
does.

It is our plan to use this method in an iterative fashion with
the RAVE spectroscopic pipeline to improve the accuracy of our
stellar parameters and therefore the RAVE abundance estimates.
We anticipate that this will be part of RAVE DR6.
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•combined DR5+TGAS distances more accurate than 
either determination in isolation



Kinematics of low Z stars in 

•t-SNE projection to identify very metal-poor stars 
([Fe/H]< −2dex) from Matijevic et al 2017 

•select those 55 stars with TGAS  
parallax uncertainties better than 20% 

•continuation of Ruchti & RAVE  
(2011) to lower Z

9

About 25% of the 
RAVE- identified very 
low metallicity stars in 
the solar neighborhood 
have disk-like kinematics

Kunder & RAVE, in prep

 ◦    RAVE DR5 
▵  Roederer et al 2014



Sample selection:  ~ 30 000 turnoff stars from RAVE DR5
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A. As a function of Galactocentric radius (R)

5. Conclusions
- We find a negative <∂VR>/∂R for young stars (-24.7 ± 1.0 km s-1 kpc-1 for our 

most metal-rich bin), see also Siebert et al. (2011) (-3 km s-1 kpc-1) and Williams 
et al. (2013) (-8 km s-1 kpc-1 , and for red clump stars, we reproduce this result). 

- These streaming motions may arise from the bar (Monari et al. 2014) if the Sun 
is just outside the outer Lindblad resonance, although it has also been shown by 
Faure et al. (2014) that they can also result as a signature of the spiral arms. 

- Young, metal-rich stars lag the LSR, and as metallicity decreases, the amount of 
lag decreases. These metal-rich stars indicate the effect of radial migration via 
blurring from the inner Galaxy. 

- For our old stars, there is less dependence on metallicity than for young stars, 
and they all lag the LSR more than our young stars. 

- Young stars (more circular orbits) are more affected by asymmetries in the disc. 
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3. Age-Metallicity Bins
We separate our sample of turnoff stars into two age groups: young (0 < τ < 3 Gyr) and 
old (10 < τ < 13 Gyr). Within each age group, we consider 4 metallicity bins, as shown 
below.

Funding for RAVE (www.rave-survey.org) has been provided by institutions of the RAVE participants and by their national funding agencies. 

1. Sample Selection

We select SNR > 40 turnoff 
stars from RAVE, as shown by 
the dashed red lines. We note 
that with this selection, for a 
given temperature, younger 
stars are always brighter than 
older stars, and therefore 
probe a larger volume.
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4. Kinematic Trends

2. Age Validation - Mock Catalogue
Ages are determined using an updated version of the Bayesian method described in 
Binney et al. (2014), taking TGAS parallaxes as a prior, together with Teff, log g, [M/H], 
and an underlying Galactic model (McMillan et al. in prep.). Ages were tested using a 
mock catalogue generated with Galaxia (Sharma et al. 2011), where input age, 
distance, and stellar parameters are all perfectly known.

Trends are calculated as the rolling mean and are weighted by the selection function of 
RAVE-TGAS (cf. Wojno et al. 2017). We find negative gradients in <∂VR>/∂R for both 
young and old stars, with metal-rich bins having the steepest gradient, and metal-poor 
bins having flatter trends. In Vφ, for young stars we find that metal-rich stars lag the 
LSR more than metal-poor stars.

Using RAVE DR5, we explore the age, kinematic, and chemical correlations of a sample 
of ~30,000 FGK stars. We separate a sample of turnoff stars into two age groups: young 
and old. For each age group, we calculate kinematic trends as a function of 
Galactocentric radius (R) and metallicity. We measure a negative gradient in <∂VR>/∂R 
(previously identified in the literature as a signature of the bar and spiral arms), with 
the most metal-rich bins having the steepest gradient and the most metal-poor bins 
having a flat trend. We also find that our young, metal-rich stars lag the local standard 
of rest (LSR) more than young, metal-poor stars, which offers evidence of stars radially 
migrating via blurring from the inner Galaxy to the solar neighborhood.

B. Orbital parameters
Orbits are integrated using 
the galpy python package 
(Bovy 2015). For our young 
sample, we find they have 
mostly circular orbits. Young, 
metal-rich stars have slightly 
more eccentric orbits with 
smaller guiding radii than 
young, metal-poor stars.  

For old stars, we find they 
have larger eccentricities, 
with broader guiding radii 
distributions that do not 
depend on metallicity. 

Bin 1 
Bin 2 
Bin 3 
Bin 4

Bin 5 
Bin 6 
Bin 7 
Bin 8

contact: jwojno@aip.de

Kinematic trends in young and old stars 5

Figure 3. Spectroscopic Te↵�log g diagram of RAVE DR5 stars
which satisfy the quality criteria listed in Sec. 2.5. The dashed
red lines indicate the cuts made in the parameter space to select
for only turn-o↵ stars. The bins are colour-coded by the fractional
age uncertainty.

Figure 4. Cumulative histogram of the fractional (left) and ab-
solute (right) age uncertainties of our final selected sample of
turn-o↵ stars (solid line), and for the whole RAVE-TGAS sample
(dashed line). The white plus indicates the position of the Sun.

older than 4 Gyr, and our ‘old’ sample should have less than
⇠ 20 per cent contamination by stars younger than 8 Gyr.

2.4 Selection of our RAVE-TGAS sample

As a result of the comparison done with the mock sample
(Figure 1), for the rest of our study we select only RAVE
stars in the same turn-o↵ region (Te↵ < 5500, 3.5 < log g <
4.25). This selection in Te↵�log g space is shown in Figure 3
by the dashed red lines. Bins in Figure 3 are color-coded by
fractional age uncertainty, with solar-metallicity isochrones
over plotted in black. A histogram of the age uncertainties
for this sample is shown in Figure 4. The majority of our
sample (⇠ 60 per cent) has age uncertainties less than 2
Gyr, with a sizable fraction (⇠ 25 per cent) have age un-
certainties less than 1 Gyr. This is an improvement over the
whole RAVE-TGAS sample (dashed line in Figure 4), where
half of the stars have age uncertainties greater than 3 Gyr.

Figure 5. Spatial extent of the selected young (blue contours)
and old (red contours) turno↵ stars. Contours indicate 33, 67, 90,
and 99 per cent of each sample. The spatial extent and density of
the entire sample is shown by the 2D histogram beneath.

Figure 6. Age v. [Fe/H] 2D histogram for our sample of turn
o↵ stars. We consider four metallicity bins for each age group,
described in the Section 3.

These large uncertainties are primarily due to two e↵ects:
(1) outside of the turno↵ region, isochrones are stacked very
closely together and therefore stars with RAVE-like uncer-
tainties will therefore cross several isochrones, and (2) an
increase in the parallax uncertainties, in particular for giant
stars. After making this selection in parameter space, our
sample consists of 37 765 stars. The spatial distribution of
our selected young and old populations is shown in Figure 5,
with blue and red contours, respectively.

2.5 RAVE quality criteria

For this study, we apply the following quality criteria:

• SNR K > 40
• Algo Conv K 6= 1
• CHISQ c < 2000
• c1 = d, g, h, n, or o
• c2 = d, g, h, n, o, or e
• c3 = d, g, h, n, o, or e

These cuts ensure our stars in our sample have a high signal-
to-noise ratio (SNR K), their stellar parameters from the stel-
lar parameter pipeline either converged, or oscillated be-
tween two values (Algo Conv K, Kordopatis et al. 2013a),
and the fit from the chemical pipeline (Boeche et al. 2011)

MNRAS 000, 1–14 (2017)



•Negative <∂VR>/∂R, steeper 
than measured previously for 
RAVE  (cf. Siebert et al. 2011, 
Williams et al. 2013), see also 
talk by Ismael Carrillo on Friday 

•Indicates presence of bar  
(Monari et al. 2014) and/or  
spiral arms (Faure et al. 2014) 

•Young, metal-rich stars lag LSR, 
brought to solar neighborhood 
by radial migration (blurring)

Age, kinematics, and chemical correlations in RAVE
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young

old

Jennifer Wojno & RAVE, in prep



towards        DR6 (scheduled for summer/fall 2018)

•Some house 
keeping 

•publication of 
spectra 

•improved chemical 
elements  

•Stellar parameters  
using Gaia DR2 
priors 

•enhanced 
calibrations

12

Credits:   Maarten Breddels, Kristin Riebe, RAVE team  
Visualisation tool: vaex  
Data: Gaia GDR1, TGAS, full catalogue and RAVE DR5



towards       DR6: stellar parameters with Gaia priors

•stellar parameters from the reverse distance pipeline  
(McMillan & RAVE 2017) 

•to be extended to Gaia DR2 distances as soon as 
they are available

13Teff Teff

lo
g 

g

lo
g 

g

[F
e/

H
]

[F
e/

H
]

DR5 TGAS priors

SNR > 20 
158,703 stars



towards       DR6: stellar parameters with Gaia priors

•stellar parameters from the reverse distance pipeline  
(McMillan & RAVE 2017) 

•to be extended to Gaia DR2 distances as soon as 
they are available
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towards       DR6: stellar parameters with Gaia priors

•stellar parameters from the reverse distance pipeline  
(McMillan & RAVE 2017) 

•to be extended to Gaia DR2 distances as soon as 
they are available
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towards       DR6: stellar parameters with Gaia priors

•stellar parameters from the reverse distance pipeline  
(McMillan & RAVE 2017) 

•to be extended to Gaia DR2 distances as soon as 
they are available
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Summary

•RAVE DR5: currently the largest overlap with TGAS 

•revised DR5+TGAS distances 

•low metallicity stars with disk-like kinematics 

•deeper insight on origin of velocity structure  
in the local disk  

better understanding of systematic  
effects in various catalogues 

young population stronger  
affected than old ones 

many techniques developed  
for RAVE can be applied  
to low S/N Gaia data 

•DR6 in the making …
17
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Figure 22. The location of stars with small fractional age uncertainties in the colour-magnitude diagram. Both the (J �Ks ) colour and the absolute magnitude
in the J band, MJ , have been corrected for extinction using the most likely log AV value found by the distance pipeline. The left figure shows those with
age uncertainties less than 20 percent, the central figure those with age uncertainties less than 30 percent, and the right figure shows all stars (for comparison).
The number density indicated by the colour bar corresponds to the numbers of stars in a pixel of height 0.1 magnitudes in MJ and width 0.01 magnitudes in
(J � Ks )0. Unsurprisingly, the smallest fractional age uncertainties are for stars near the main-sequence turno↵.

Figure 23. Output from the ‘reverse pipeline’, which finds the Te↵ and
log g values of the stars using the Bayesian method described in this paper.
Stars are coloured by metallicity, and overlaid contours show the density
(with a logarithmic scaling in density between contours).

10 CONCLUSIONS

We have produced new distance estimates for stars common to
RAVE and TGAS which reflect new measurements of parallax and
Te↵ (from TGAS and the infra-red flux method, respectively) in
addition to the RAVE data. This allows us to produce distance es-
timates that are better than those that either RAVE or TGAS can
achieve in isolation. RAVE is the spectroscopic survey with the
largest number of sources in common with TGAS, and therefore
this dataset has the largest number of sources with both radial ve-
locities from spectroscopy and proper motions from space astrom-
etry. The improvement in distance uncertainty due to the work in
this study provides a substantial decrease in the uncertainty on the
3D velocity of these stars.

We have carefully tested the RAVE distance pipeline and the
TGAS parallaxes against one another. From this comparison we
can draw several conclusions:

(i) The RAVE DR5 parallaxes were overestimated for dwarfs
with Te↵ & 5500 and underestimated for giants with log g . 2.0.
This corresponds to a Te↵ underestimate in the former case, and a
log g underestimate in the latter. We can (mostly) correct for the
former by using the Infrared Flux Method (IRFM) temperatures
provided with DR5, but correcting for the latter is beyond the scope
of this study.

(ii) When we use the IRFM Te↵ values to find spectrophoto-
metric parallaxes, the two parallax estimates agree well in the vast
majority of cases, with systematic di↵erences that are substantially
smaller than the statistical ones.

(iii) A comparison as a function of position on the sky indicates
that the TGAS parallaxes appear to be overestimated by ⇠ 0.3 mas
in a region of the sky near Galactic coordinates (l,b) = (100�,0�

which is also near the ecliptic pole (see also Arenou et al. 2017).
(iv) The small random di↵erences between the RAVE-only par-

allax estimates and the TGAS parallaxes, and the fact that this is
found for many stellar types, suggests that the TGAS random un-
certainties are overestimated by ⇠ 0.2 mas.

We therefore provide flags with our distance estimates, as in-
dicated in table 3. To use a ‘clean’ set of stars we recommend that
users take only stars with the flag ‘flag_all=0’. This yields a set of
137 699 stars.

As with previous distance estimates from RAVE, we charac-
terise the output pdf from our distance pipeline by the expectation
value and uncertainty in distance, distance modulus, and parallax,
and by a multi-Gaussian pdf in distance modulus. This last op-
tion provides the most complete description of what the distance
pipeline finds, though it is clearly less important here than it was
before TGAS parallaxes became available (Fig 16).

The apparatus we have used for this study is applicable to data
from any spectroscopic survey. It is our intention to apply it to data
from the APOGEE survey in the near future.

We will also produce distance estimates for RAVE stars that
do not have TGAS parallaxes, using the AllWISE photometry and
IRFM temperatures. These will have smaller systematic errors than
the DR5 distances, particularly for hot dwarfs, because of the use
of IRFM Te↵ values. All of these distance estimates will be made
available through the RAVE website (URL). For TGAS sources
they constitute a substantial improvement in distance and, there-
fore, velocity uncertainty over previous data releases. It is our hope
that the new, more precise age and distance estimates are of great
value in characterising the dynamics and history of our Galaxy.
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